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ABSTRACT

Multimodal optimization has shown to be a complex paradigm un-
derneath real-world problems arising in many practical applications,
with particular prevalence in physics-related domains. Among them,
a plethora of cases within the computational design of aerospace
structures can be modeled as a multimodal optimization problem,
such as aerodynamic optimization or airfoils and wings. This work
aims at presenting a new research direction towards e ciently
tackling this kind of optimization problems, which pursues the
discovery of the multiple (at least locally optimal) solutions of a
given optimization problem. Speci cally, we propose to exploit the
concept behind the so-called Novelty Search mechanism and embed
it into the self-adaptive Di erential Evolution algorithm so as to
gain an increased level of controlled diversity during the search
process. We assess the performance of the proposed solver over
the well-known CEC’2013 suite of multimodal test functions. The
obtained outcomes of the designed experimentation supports our
claim that Novelty Search is a promising approach for heuristically
addressed multimodal problems.
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1 INTRODUCTION

For years optimization problems have been a paradigm lying at
the core of thousands of industrial processes, such as engineering
design or production planning [34]. In this regard, by an optimiza-
tion problem we refer to the situation where the value of a set of
variables must be tailored so as to maximize or minimize a given
measure of quality or tness that quanti es how good any solution
is with respect to the problem at hand. In many practical cases, the
lack of an analytical formulation for the tness function or its com-
plex mathematical tractability makes it di cult to deterministically
compute the optimum solution to a problem (i.e. the ttest combi-
nation of values for the aforementioned variables), to the point of
requiring non-a ordable computational times even for the simplest
problem formulations. When this is the case (usually referred to as
NP-hard problems), randomized heuristic search techniques can be
adopted instead [32]. Heuristics attempt at solving NP-hard prob-
lems by resorting to approximative self-learning search strategies,
which allow them to explore the search domain of the problem
inamore e cient fashion than greedy or enumerative methods.
However, this increased computational complexity comes along
with a lack of optimality guarantees, namely, there is no certainty
that the solution produced by a randomized heuristic solver is the
best for a given problem [5].

Many di erent avors of optimization problems can be found
in the literature, ranging from the existence of multiple con icting
objectives to dynamic problem formulations, each spanning its
own urry of specialized heuristic methods [16]. Among them,
multimodal optimization (MMO) deals with problems where the

tness function has multiple global optima that are of practical value
for the application at hand. Thereby, the goal is to nd as many of
these optima as possible by designing a technique capable, not only
of nding these optima, but also of retaining it during the search
process [12]. The need for exploring di erent yet equally interesting
regions of the solution space leads to di erent specialized methods
that are usually inserted into the search procedure of evolutionary
and swarm intelligence heuristics. Among them, niching techniques
stand as arguably the most utilized schemes for MMO to date [28].

From a practical perspective, MMO has served as a computa-
tional model for real-world problems in many heterogeneous areas,
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such as physics [46], medicine [3, 21] or graph theory [9]. How-
ever, it is in aerospace and aerodynamics where MMO has been
notably present in manifold problems. A excerpt of exemplary
works in this eld is next provided by beginning with [10, 40],
which proposes two algorithms to investigate multimodality in
aerodynamic shape optimization problems: a gradient-based multi-
start algorithm based on Sobol sampling, and a hybrid optimizer
combining a Genetic Algorithm with a gradient-based algorithm.
The same problem is also addressed in [30], again under an MMO
modeling approach based on the Common Research Model (CRM)
wing benchmark, de ned by the Aerodynamic Design Optimiza-
tion Discussion Group. Another interesting research is presented
in [37], in which a population-based global MMO framework is pro-
posed to solve a aerodynamic wing optimization problem via three
di erent optimization approaches. Likewise, the authors in [11]
elaborate on the e ect of uncertainty representation on the results
of robust airfoil (cross-sectional shape of a wing) shape optimiza-
tion. After highlighting the importance of a proper airfoil design
to be robust with respect to uncertainties in operating conditions,
authors formulate the shape design problem as a MMO instance.
All experimentations in this study are conducted by using three
di erent benchmark instances, with varying degrees of complexity
and multimodality. Interested readers are referred to recently pub-
lished works such as [17, 44, 47] and references therein for further
bibliographic depth on this subject.

The capital importance of MMO in the above areas, and the
vibrant research activity noted lately around innovative multi-
modal optimization methods, motivate the new research direction
presented in this work: the application of Novelty Search for ef-

ciently dealing with MMO problems. Novelty Search (NS) was
proposed in 2008 [26] as a means to enhance the exploratory ability
of population-based search algorithms. Speci cally the work posed
a milestone by showing that unprecedentedly good performances
in optimization problems could be achieved by directing the search
in terms of diversity rather than exclusively in terms of tness
value. Our research hypothesis in this work builds upon recent
work [20], in which we have evinced the promising performance
of NS for single-objective optimization problems, which we aim to
extrapolate to MMO problems. To this end, we have developed an
adaptive version of Di erential Evolution (DE, [43]), namely, the
self-adaptive Di erential Evolution (jDE, [8]), and endowed it with
a NS-inspired mechanism. Informed insights on the quality of our
proposed approach are obtained from an experimentation bench-
mark over the CEC’2013 MMO test suite [27], which comprises 20
di erent MMO instances of varying size. The performance of our
methods is compared to that of the basic versions of DE, jDE and
four ad-hoc MMO solvers from the literature. The results obtained
from the performed experiments buttress our hypothesis around
the postulated potential of NS for MMO problems.

The remainder of the paper is organized as follows: Section 2
provides background on DE, jDE and NS, whereas Section 3 is
devoted to the description of the proposed NS-based scheme. Next,
Section 4 outlines and discusses the experimentation and nally,
Section 5 ends the paper with conclusions and further work.
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2 BACKGROUND

This section delves into baseline concepts required for properly
grasping the contributions of our research work. First, we introduce
the basic concepts of DE and jDE. We nish this section by sketching
the fundamentals of NS.

2.1 Di erential Evolution

DE is a classical evolutionary algorithm which optimizes a problem
with regard to a given tness function f : RP ¥ R, where D
denotes the dimensionality or number of decision variables of the
problem. First introduced in [43], many DE variants have been
ever since proposed in the literature [13, 33]. The canonical version
of DE targets numerical optimization problems by representing
solutions as a population of real-valued D-length vectors:
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where Np denotes the 5|ze of the population or set of candidates
pt" = fx1 ,xzt il g involved in the optimization process at
generation t. At every one of such generations mutatlon crossover
and selection operators are applied to each candidate xI . First, the
mutation operator is applied, with DE/rand/1/bin and DE/best/1/bin
being two of the most frequently used variations [14]. The basic
mutation operates by generating a trial vector, which yields from
the scaled di erence between two randomly chosen candidates xrt1
and xr2 , plus another random candidate xrf) Mathematlcally
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where Frt” = Fi"t" 2»0:1;1:0.Ne represents the scale factor. Once
this mutation has been performed, DE performs a crossover oper-
ation, in which DE selects the value of the variables between the
parent and trial candidate as:
G
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where CR 2 »0; 1. is a parameter that controls the fraction of param-
eters which are drawn from the trial solution; jrgng 2 »1;2;:::;D
is a randomly selected position from trial vector; and randj is the
realization of a uniformly distributed random variable with sup-
port R»Q; 1. It |s important to note that the condition j = jrand
ensures that WI di ers from the original solution in at least one
position. Finally, the selection of the remaining candidate for the
next generation t + 1 is done by selecting the ttest candidate, i.e.:
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where f,, " denotes the tness function of the problem at hand. It
should be left clear that other selection criteria could be imposed
to the heuristic, including elitism and other variants.
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2.2 Self Adaptive Di erential Evolution

In the self-adaptive DE (jDE) proposed in [8], the crossover rate
CR and scale factor F+t" are self-adapted during the evolutionary
search. As a result, candidates in jDE are encoded as:
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xi;D, ;fori=1,::1;Np;
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namely, as the concatenation of the optimization variables and the
self-adaptive parameters. The equations governing this adaptability
for the crossover rate and scale factor are:

»  F+ruFu R ifr ;
Fi,,t+1 _ |t 1ofu  F 2 .1 ©)
F; otherwise,
" rs ifrg 2
cR' ™ = . 7
! CRr:! otherwise, (7)

where frm gr‘;:l are realizations of uniformly distributed random
variables with support R»0; 1.; 1 and 7 stand for the learning rate
of the adaptation; and F| and F, represents the lower and upper
bounds of the parameter Ft", respectively.

This adaptive version of the DE solver has proven to perform
remarkably in problems springing from a wide variety of elds,
such as energy [22, 39], software engineering [24] or industry [2].
For this reason and for its simplicity, we have embraced jDE as the
search heuristic to be combined with a NS-based technique.

2.3 Novelty Search

As has been pointed in Section 1, the rationale behind NS is to
increase the diversity of the population by nding novel candidates
in the behavioral space instead of the search space. It is known that
unless overcome anyhow, candidates tend to collapse and stagnate
in the search space [25], but they do not necessarily do the same in
the space of variables. In this alternative space the amount of novel
brought by a candidate x can be measured as:

k
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whered,, ; " denotes the Euclidean distance, and k is the number of
neighbor candidates selected from the ordered subset of neighbors
of x, namely, N.x" =f 1; 2;:::; kg P, with P representing
the population. The size is problem-dependent, so the value of
k must be selected experimentally. Under the NS approach, the
above measure of diversity can be adopted as a selection criteria
between successive generations of the search heuristic, in such
a way that only the individuals inducing more diversity into the
remaining population are kept. Intuitively, the measure of distance
between candidates d,, ; " can be also selected depending on the
characteristics of the problem.

Despite the diversity of applications where NS has showcased
its e ciency and outstanding performance [23, 29], in general a
NS technique is weakly de ned. This leaves the question of how
to tailor the search in hands of the algorithm developer, and it is
strictly related with the problem which is trying to be solved [19].

3 PROPOSED NS-BASED JDE FOR MMO

With all this, the algorithm proposed in this work focuses in solving
multimodal optimization problems by hybridizing jDE with a NS-
based mechanism (NSjDE). The hybridization of these two concepts
is extremely interesting for this purpose: this is so because one of
the main design directives when devising new algorithms for MMO
is to generate enough diversity in the population towards nding
and maintaining as many local optima of the solution space space as
possible. For this reason, NS seems to be a promising method for this
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kind of optimization problems, since it may promote the generation
of new diverse candidates without wasting computational resources.
This helps the solver not be stuck in local optima, yet requires
further modi cations to retain already found niches.

Previous studies have unveiled that jDE tends to form neigh-
borhoods during its search process [1]. When accounted together
with its self-adaptive behavior, this tendency makes jDE a very suit-
able algorithmic choice to work with sub-populations and split the
search space in neighborhoods depending on the number of optima.
However, the convergence and optimality of solutions provided by
the o -the-shelf version of jDE can be limited in MMO problems.
To overcome this issue and enhance the multimodal exploration
capability of this heuristic, we propose a vicinity-guided crossover
by which once an optimum is found, the exploration of other areas
is promoted. Meanwhile, the discovered optima keep improving
locally by the exploitative capability of the jDE mutation operator.

As shown in many studies [8], the canonical version of jDE
performs tness-based selection. By contrast, our proposed method
takes into account the exploration area of the parent individual,
as well as the location of the mutated o spring to perform the
replacement. In order to incorporate the exploration radius, the
search space is normalized and the candidate encoding adapted as:

©)
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it represents the explo-

ration radius of the i-th candidate, namel;}, the maximum distance
at which candidate x‘i‘t can be replaced. At the same time, in order
to maintain the best candidates of the population and preserve
those with better tness values, each candidate is endowed with a
radius size according to their tness value which, as will be later

explained, depends on a inverse normalized function given by:

, fxt ot
bt =1 — (10)
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where x’i’t" 2 P. The two additional values fmin and fax in the

expression above represent the historical tness values from the be-
ginning of the execution to generation ,t”. These values are checked
every time a candidate is evaluated, and are updated as:

aer_ £ G i

min T gat” herwise: (1)
min otherwise;

PUSURI AL | | L A

frax = v . (12)
frnax otherwise.

Our goal with this mechanism is to make all candidates be as
exploratory as possible in early stages of the search process, i.e,
all candidates should be con gured with maximum exploration
radii. To this end, we de ne R+t = f it s ,\f g (i.e. the set
of radii of all candidates at generation ,t"), and initialize it to

i,,o =1:08i = 1;:::;Np. Once the population has been evaluated
in this initial generation, the candidate with best tness value is
inserted into the maxima set M with ,’;? =10 8x;,t1 2 M. This
newly introduced set M comprises the group of best candidates
found during the search. At the end of the search process, this set






