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Abstract—We address the following problem: given an initial
high-quality reference image and a variation of it, how to compute
suitable values for color map and contrast such that, when
applied to this variation, we get an image very similar visually
to the reference image. This problem can be formulated as an
optimization problem. Unfortunately, this leads to a continuous
nonlinear optimization problem too difficult to handle by classical
mathematical optimization techniques. To tackle this issue, we
apply a powerful swarm intelligence method called cuckoo search
algorithm. The method is tested on an illustrative example of a
famous painting by artist Vincent Van Gogh. The experimental
results show that the method performs very well, with a similarity
error rate between the reference and the reconstructed images of
only 5.73%. The method can be applied to any variation of the
original painting regardless of its initial color map and contrast.

Index Terms—artificial intelligence, swarm computation,
cuckoo search algorithm, image processing, color retrieval.

I. THE PROBLEM

Consider an initial digital image, called the reference image.

Then, suppose we are given a variation of the reference image

generated by changing its color map and other visual attributes

in an unknown way. Our goal is to obtain optimal parametric

values for some of such visual attributes such that, when

applied to the variation, we obtain an image very similar to the

reference image, according to a given metric. Here we restrict

to only two visual attributes: color and contrast.

Color is one of the most important visual attributes of an

image. Color models are represented by tuples of numbers [2].

In this paper we consider the RGB color model, where the

different colors are defined as triplets �R,G,B�, representing

the respective red, green, and blue color channels. We consider

the values for each channel to be normalized on the unit

interval �0, 1�, i.e., R,G,B � �0, 1�. Contrast (denoted as C)

is a visual attribute accounting for our ability to distinguish

an object from others within the same field of view. There

are many different definitions of contrast. In this paper we

consider the RMS (root-mean square) contrast, given by:

C �

���� 1
�M � 1�.�N � 1�

M�
i�1

N�
j�1

�Iij � Î�2 (1)

where �M,N� is the image size (in pixels), Iij is the intensity

of the pixel �i, j� of the image and Ī is the average intensity

for all pixel values in the image. We assume that all intensities

are normalized on the unit interval �0, 1�.
Let R denote the reference image, of size M � N (in

pixels). It is represented by a M � N matrix of �R,G,B�
triplets, such that the color of pixel �i, j� is given by the triplet

�Rij , Gij , Bij�. R has a contrast parameter, C, given by Eq.

(1). Let us consider now a variation V obtained from R after

its RGB color map and other visual attributes are modified in

an unknown way. We seek to determine the optimal values for

the RGB color code and contrast such that, when applied to

V via a transformation ϕ, the resulting image, V � � ϕ�V�, is

similar to R, i.e., R 	 V �, according to a given metric defined

by a similarity function, φ, as:

φ�R,V �� � λ
M�
i�1

N�
j�1

�
Δij �Δ�

ij

�2

 μ�C � C �� (2)

where the superscript � denotes the output image, Δij �
�Rij , Gij , Bij� �R, Δ�

ij �
�
R�

ij , G
�

ij , B
�

ij

�
�V � , and λ and μ

are scalar weights, one of which can be assumed to be unitary

for simplicity. We denote as ψ�R,V �� the normalized version
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TABLE I: Cuckoo Search Algorithm with Lévy Flights.

begin
Fitness function h�x�, x � �x1, . . . , xD�

T

Generate initial population of P host nests xi �i � 1, 2, . . . ,P�
while �t � Ngen�

Choose a cuckoo (say, i) randomly using Lévy flights
Computer its fitness, Fi

Select a new nest (say, j) randomly
if (h�xi� � h�xj��

Replace xj by xi

end
An amount (pa) of poor nests are abandoned; new

nests are built using Lévy flights
Preserve the best solutions (elitism)
Rank all solutions to determine the best one

end while
Return the best solution and fitness value

end

of function of φ�R,V ��, where values close to 0 mean that

both images are very similar, and the value 0 indicating that

they are visually identical. Then, the problem can be expressed

as:

minimize
�Δ�,C��

�
ψ�R,V ��� (3)

Unfortunately, this is a very difficult nonlinear multivariate

continuous optimization problem. The problem is so difficult

that it cannot be solved by classical mathematical optimization

techniques. To tackle this issue, we rely on the cuckoo search

algorithm, described in next section.

II. CUCKOO SEARCH ALGORITHMS

The cuckoo search (CS) is a powerful metaheuristic algo-

rithm originally proposed by Yang and Deb in 2009 [8]. Since

then, it has been successfully applied to difficult optimization

problems [3]–[7]. The algorithm is inspired by the obligate

interspecific brood-parasitism of some cuckoo species that lay

their eggs in the nests of host birds of other species to escape

from the parental investment in raising their offspring. The CS

algorithm is based on three idealized rules [8], [9]:

1) Each cuckoo lays one egg at a time, and dumps it in a

randomly chosen nest;

2) The best nests with high quality of eggs (solutions) will

be carried over to the next generations;

3) The number of available host nests is fixed, and a host

can discover an alien egg with a probability pa � �0, 1�.
For simplicity, this assumption can be approximated by

a fraction pa of the n nests being replaced by new nests.

The basic steps of the CS algorithm are summarized in

Table I. It starts with an initial population of n host nests,

randomly chosen within their upper and lower bounds, and it

is performed iteratively. For each iteration t, a cuckoo egg i
is selected randomly and new solutions xt�1

i are generated by

using the Lévy flight. The general equation for the Lévy flight

is given by: xi�g�1� � xi�g��α�levy�λ�, where g means the

current generation, α 	 0 is the step size (associated with the

scale of the optimization problem) and symbol � means the

TABLE II: Parameters of our method and values used.

Symbol Meaning Range Used Value
Ngen maximum number of iterations 2,000–15,000 10,000
P population size 20–100 50
pa ratio of replacement 0.001–0.9 0.01
α step-size 0.001–0.1 0.01

entry-wise multiplication. The second term of this expression

is a transition probability modulated by the Lévy distribution

as: levy�λ� 
 t�λ, �1 � λ � 3�. The CS evaluates the fitness

of the new solution and compares it with the current one. In

case that the new solution brings better fitness, it replaces the

current one. Also, a fraction of the worse nests, given by the

probability pa, are abandoned and replaced by new solutions

to increase the exploration of the search space looking for

more promising solutions. For each iteration step, all current

solutions are ranked according to their fitness and the best

solution reached so far is stored as the vector xbest.

III. PROPOSED APPROACH

Our method is based on the application of the CS algorithm

to the optimization problem given by Eq. (3). We consider a

initial population of P individuals or host nests (representing

the candidate solutions), Nκ�κ�1,...,P , defined as:

Nκ �
��
�Rκ

ij , G
κ
ij , B

κ
ij�

�
i�1,...,M ;j�1,...,N

;μκ

�
(4)

where Rκ
ij , G

κ
ij , B

κ
ij � �0, 1� represent the RGB code for each

pixel of the image, and μκ � �0, 2� represents a weight factor

for the contrast C of the source image, i.e., Cκ � μκC.

This population is initialized with random values following

a uniform distribution on their respective domains. This initial

population is ranked according to Eq. (3). Then, the cuckoo

search algorithm is applied iteratively for Ngen generations,

until convergence is reached. The best solution at final gener-

ation is taken as the solution of the minimization problem.

A shortcoming of bio-inspired optimization techniques is

the dependence on parameters that require proper tuning for

good performance. Fortunately, the cuckoo search algorithm is

particularly well suited for this problem. In contrast to most

metaheuristic methods, our approach requires only a very few

parameters. They are arranged in rows in Table II. For each

parameter, the table shows (in columns) its symbol, meaning,

range of values, and the parameter value chosen in this paper.

Finding proper values for these parameters is a difficult task

because it is problem-dependent. Based on experiments, we

found that Ngen � 10, 000 is enough to reach convergence,

so this is the value used in this work. We also tested population

sizes ranging from 20 to 100 individuals, and found that

P � 50 provides an adequate trade-off for this problem. We

also set the value of pa to 0.01. For α, we considered values

ranging from 0.001, corresponding to a rather conservative

approach based on small jumps near the current position, to

0.1, corresponding to a very aggressive approach of large

jumps. After several executions, we concluded that values near

0.01 provide the best trade-off between both end options.
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Fig. 1: Starry Night example: (left) Reference image; (middle) variation image; (right) reconstructed image from the variation.

Fig. 2: Ten images of the initial population of 50 images for the cuckoo search algorithm in this paper.

Fig. 3: (top-bottom, left-right) Evolution over the generations of the global best of the population from generation g � 0 to

g � 9, 000, with step-size 1, 000. The initial image at g � 0 corresponds to the variation image in Fig. 1 (middle).

IV. EXPERIMENTAL RESULTS

To analyze the performance of our method, we consider the

reference image shown in Figure 1(left), corresponding to a

famous oil painting Starry Night (1889) by Dutch painter Vin-

cent Van Gogh. It shows a rich color map, with prevalence of

bluish tones: the relative percentage of the red, green, and blue

channels is about 27.4%, 33.0%, and 39.6%, respectively. It is

also a very representative work of a painting technique called

impasto, which refers to the use of thickly textured, undiluted

paint that looks almost three-dimensional on the canvas. When

dry, impasto provides texture; the paint is seen sticking out

from the canvas in globs when viewed from the side, as if it

was coming out of the canvas. This three-dimensional texture

makes the incident light to be reflected, and shadows are

created. Fig. 1(middle) shows a variation image, where the

RGB color map and other visual attributes are changed in a

nonlinear and unknown way. As a result, we do not know

how to transform this variation back into the reference image.

229



TABLE III: Similarity error value over the generations.

g Similarity g Similarity g Similarity
0 0.97515 3,500 0.452605 7,000 0.205845

500 0.92959 4,000 0.404858 7,500 0.173082
1,000 0.718985 4,500 0.382751 8,000 0.14586
1,500 0.652483 5,000 0.331585 8,500 0.124525
2,000 0.556781 5,500 0.296667 9,000 0.119904
2,500 0.533526 6,000 0.265271 9,500 0.0814461
3,000 0.496339 6,500 0.227603 10,000 0.0573967

We solve this problem by applying our method in Sect. III to

perform minimization of the similarity error function for the

color map and contrast. To run the CS algorithm, we consider

an initial population of 50 images, obtained from the variation

image with RBG color map and contrast chosen randomly.

Ten of such images are shown in Fig. 2 for illustration. Note

the diversity of their visual attributes. Then, the CS algorithm

is run for 10,000 iterations. Figure 3 shows the evolution of

the global best of the population from g � 0 to g � 9, 000
with step-size 1, 000. Note that these initial images are very

far from the reference image. This corresponds to a highly

explorative phase, where the colors and contrast of the images

change drastically in order to perform extensive exploration

of the search space. Over the time, the exploration through

global search turns gradually into intensification through local

search on the neighboring areas of the local minima, until

reaching the later stages of the method, when only incremental

changes are considered. As a result, the global best is slowly

approaching to the reference image, as shown in last images

in Fig. 3, which are all very similar to the reference image.

In fact, it is even hard to distinguish them visually. Table

I report the numerical values of the similarity error for the

images in Fig. 3. As we can see, the initial image is very far

from the reference, with a similarity error of about 97.5%.

This high percentage decreases over the generations, until the

method settles in the neighboring areas of the global solution

and the local search phase starts. Finally, convergence to the

global solution is achieved. This is clearly noticeable when

the method reaches a similarity error of less than 10% for

9,500 iterations, and only small incremental improvements of

the numerical value are obtained. After the method is run

for 10,000 generations, the global best of the last iteration

is the solution of the problem, shown in Fig. 1(right). Its

similarity error is 0.0573967 (i.e., error percentage about

5.73%), which provides a very good similarity between the

reference and the reconstructed images. This good matching

between both images is clear by visual comparison of top

and bottom pictures in Fig. 1. All computations have been

performed on a 2.6 GHz Intel Core i7 processor with 32 GB

of RAM, a graphical card Nvidia GeForce RTX 2060 with a

1.36 GHz processor and 6 GB GDDR6 of RAM. Regarding the

CPU time, a single execution takes about 1–1.5 hours for the

example in this paper. Although these times are competitive,

the method is unsuitable for real-time applications.

V. CONCLUSIONS AND FUTURE WORK

We introduced a new method to determine the values of the

color map and contrast that, when applied to a variation of

a reference image, yield a reconstructed image similar to the

reference. The method is based on the cuckoo search algo-

rithm, a popular swarm intelligence method for optimization.

The method is applied to a challenging example of a Van

Gogh oil painting. Our graphical and numerical results show

that the method performs very well, and is able to replicate

the reference image with high accuracy. Applications of this

method arise in image cleaning and restoration of digital

images, old or damaged pictures, and in image inpainting [1].
The proposed method has some limitations. The most crit-

ical one is the CPU time, as it requires the computation of

thousands of images. The use of graphical cards and parallel

programming can alleviate this problem, but not completely.

A second problem is the fact that only a few visual attributes

(the color and the contrast) are considered in this method, so

its applicability is limited to only these two features. Solving

these problems are our plans for future work in the field.
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